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Fig. 1. Illustration of the three coordinate systems used in the representation of a high-order
triangle. A representative equally-spaced distribution of points is used to highlight the distribution
of quadrature points in the resulting high-order element.

ment a basis for a quadrilateral can be formed as �pq(⇠1, ⇠2) = �p(⇠1)�q(⇠2).224

Evaluation of an expansion at a given point can then be represented as225
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where the brackets denote the use of a temporary storage. At a given di-227

mension d, and considering a tensor product of quadrature or solution points228

that require evaluation, this technique thereby substantially reduces operator229

evaluations from O(P 2d) to O(P 2(d�1)).230

The relative performance of these approaches, specifically on modern hardware,231

has been considered previously in separate work (e.g. [21]), but only for elements that232

naturally lend themselves to a tensor-product basis: namely quadrilaterals and hexa-233

hedra. In this paper, however, we consider how e↵ectively this matrix-free evaluation234

can be applied in the context of unstructured elements to yield e�cient solvers for235

very complex geometries. To do this requires the selection of a basis permitting tensor236

product decomposition, which we discuss in the following section.237

2.2. Choice of polynomial basis. The selection of the polynomial basis on238

each element is a key consideration of this paper. Much of the prior work considered239

in Section 1 exploits the use of a tensor product of one-dimensional nodal Lagrange240

basis functions, where on the standard segment [�1, 1], these are defined as241
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where ⇠̂q 2 [�1, 1] denote a set of P + 1 data points frequently chosen to align or243

collocate with an underlying quadrature (e.g. Gauss or Gauss-Lobatto points). Al-244

though this approach can readily be extended to higher dimensional tensor-product245

elements, a formulation of these basis functions inside hybrid or simplicial elements246

such as triangles and tetrahedra leads to a set of basis functions that lack the tensor247

product structure required to enable the use of sum factorisation. More details on248

this approach can be found in e.g. [16].249

To arrive at a tensor product formulation, we follow standard practice [18] and250

employ the use of a square-to-triangle Du↵y transformation [10] to define two inde-251

pendent coordinate directions over which to perform the decomposition (or otherwise252
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